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Abstract

What makes prescription drugs cost so much? The media and Congress say it is corporate greed, while pharmaceutical firms blame federal regulations and an expensive drug development process. This study focuses on Research and Development (R&D) expenditures at global pharmaceutical firms and explores the driving factors behind what makes R&D for prescription drugs so costly. Methods: By combining variables that represent the news media’s claims (i.e. CEO compensation) and the pharmaceutical firms’ rebuttals (i.e. late-stage drug development), this study attempts to add empirical evidence to the growing debate surrounding the high and rising cost of prescription drugs. Results: The results suggest that both CEO compensation and phase II development are positively correlated with R&D expenditures. However, we have reason to believe that CEO compensation is more of an indicator of business strategy than greed. Conclusion: There is no straightforward approach to legislating R&D activity in order to curb high and rising prescription drug prices. It is well known that the major argument against enacting drug price ceilings is that it would lower a given firm's incentive to innovate. This study also proposes possible extensions for future research.
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1.0 Introduction

For nearly a decade, the citizens of the United States have been bystanders in what many have dubbed “the U.S. Healthcare Crisis.” Undoubtedly, one of the most troubling trends in the U.S. economy is the rapid growth of health expenditures following WWII. Within the healthcare landscape, the rate of increase to the costs associated with drug development is even greater. In recent years, high and rising drug prices have brought pharmaceutical companies under intense fire from the media and the government. In Congressional hearings, politicians from both sides of the matter at hand have publicly attacked the pharmaceutical industry for price gouging. Even President Trump, an avid supporter of aggressive deregulation, has stated that he believes that pharmaceutical companies “are getting away with murder.” The narrative often focuses on “greedy” company CEOs and their outsized compensation packages as the cause behind astronomical drug prices. However, pharmaceutical companies argue that their industry faces increasing R&D costs associated with heightened regulatory requirements, and that their profits on successful drugs are not outsized. In a recent survey article, Lakdawala (2018) provided an excellent synthesis of: (i) Research &Development (R&D) decisions, (ii) success rates of new drug approvals, (iii) market size and innovation, (iv) innovation’s impact on clinical trial participation, and (v) regulation and prices.
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Yet even after extensive media coverage and Congressional investigations, there is little definitive evidence supporting one reason over the other. At a time when overall healthcare spending is nearly 18% of America’s GDP, and spending on prescription drugs is increasing faster than all other healthcare spending at approximately 10% each year, understanding which factors are affecting R&D expenditures in the pharmaceutical industry is imperative.7

For the proposed research, we will use a combination of Bloomberg data and annual audited financial reports from a sample of 11 global pharmaceutical companies. Due to constraints imposed by the data, each of the companies in the sample is publically traded and has a headquarters located in the Western Hemisphere. The study period covers the six years ranging from 2010 to 2015.

This data will be used to analyze the most significant factors affecting R&D expenditures at a firm level over the duration of the study period. R&D expenditures are widely thought of as the most important and costly segment of the drug development process, and thus are essential to understanding the overall debate on drug costs.

This research will seek to answer questions such as; does CEO compensation affect R&D expenditure dollars? What is the impact of phase II and III trials on R&D costs? Do drugs in certain therapeutic categories cost significantly more to develop than others? Does a company’s profitability affect R&D spending? Through this research, we hope to provide economic evidence to the public debate on the high costs of prescription drugs, as well as to the body of academic literature on the economics of pharmaceutical drug development.

2.0 Insights from the Literature

Understanding what is affecting the costs associated with developing a new drug is key to cracking the code of what is driving high prescription drug prices. On an aggregate level, pharmaceutical firms record these costs on their income statements under the “R&D” line item. A firm’s R&D expenditures can run in the millions if not billions of dollars annually, begging the question as to what makes developing new drugs so expensive.

There is a large body of academic literature concerning R&D costs in the pharmaceutical industry. This section provides a review of the various qualitative and quantitative factors that influence overall R&D costs, as well as a review of the key economic studies on the topic. Important factors that influence overall R&D costs include the length of time a drug spends in clinical trials, the risk associated with developing a new drug, competition for market share for a newly approved drug, as well as macroeconomic indicators affecting the entire pharmaceutical industry and CEO compensation, business strategy and firm decision-making.

2.1 Time Spent in Clinical Development

The clinical development process is both risky and time-consuming.8 As a result, the time a drug spends in development is an important driver of R&D costs associated with a given new chemical entity (NCE).9 For an NCE to be approved for commercial markets in the United States, the proposed compound must go through a series of formal tests and regulatory reviews designed by the Food and Drug Administration (FDA) to prove certain standards of safety and efficacy.10
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**Figure 1:**

To summarize, the clinical development process begins with preclinical testing, which involves running a series of laboratory and animal tests to better understand how the drug works and whether it is likely to be safe and effective in human subjects. If the preclinical test results are promising, the Drug Company or sponsor will file an investigational New Drug Application (IND).
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If the FDA approves the IND, then researchers may begin human testing with phase I clinical trials. The goal of phase I trials is to identify the frequency and severity of any side effects, and to understand how the drug is metabolized and excreted by studying the drug in a small number of healthy human subjects. If the results of the phase I study show acceptable toxicities and generally promising data, the compound moves to phase II clinical trials. In phase II clinical trials, the focus pivots from safety to efficacy. The goal of phase II trials is to gather preliminary insights on whether or not the compound in question is effective in subjects with a certain disease or condition. If phase II data shows favorable effectiveness results, the company or sponsor can make the decision to advance the compound to phase III trials. Phase III trials are generally the largest and most complex studies of the three trial phases. To be successful, phase III trials must show safety and efficacy in different dosages, across varying populations, and in combination with other drugs. Once phase III trials are completed, the drug company or sponsor will file all of the trial results in a New Drug Application (NDA) with the FDA. The NDA is a formal application asking the FDA to consider a New Chemical Entity (NCE) for marketing approval in the United States commercial market. If the application is approved following a rigorous review of the evidence, then the drug company can begin manufacturing the NCE for commercial consumption.

In the most recent DiMasi et al. study, the mean time from the start of clinical testing to the filing of an NDA with the FDA is estimated at 80.8 months (6.7 years). However, estimates of the amount of time a drug spends in clinical development should include both the time spent in clinical trials, and time spent in review and approval processes. When the review and approval processes representing the period of time between filing for an NDA and receiving marketing approval are considered, this time estimate increases to 96.8 months (8.1 years). Other studies estimate that development times can extend up to 10 – 20 years with an average of 9 – 12 years. Notably, historical trends show that the amount of time spent in preclinical development is increasing. Increased time spent in clinical development also correlates with increased risk associated with pharmaceutical drug development.

2.2 Risk

Risk in the pharmaceutical industry should be thought of as the convergence of scientific risk, regulatory risk, and economic uncertainty. In the pharmaceutical industry, scientific risk is largely thought of as the risk that a NCE for which the firm has invested a significant amount may fail somewhere in the development process. Drugs may fail during clinical trials if they fail to meet certain safety or efficacy targets; as such, success rates are a good proxy for risk. Success rates vary significantly by trial stage, for reasons that will be discussed in more detail below. Scientific risk also includes the risk that a NCE may not gain enough market share once approved to recoup development costs. One common example of this scenario is when a competitor develops a drug to treat the same indication faster. Regulatory risks include any risks related to the FDA review and approval processes. A significant regulatory risk is the uncertainty surrounding the time the FDA will take to review and approve a NDA once it has been submitted. Unexpected regulatory delays can cause delays to product marketing and launches, costing the firm lost revenue tied to early drug sales. Another more serious, but less common, regulatory risk is the risk that a drug that has successfully undergone all stages of clinical trials still may not be approved for commercial sale by the FDA.

- (i) Success Rates

All scientific and regulatory risks become more significant as both time and money spent in development increases. An accurate estimate of the cost of developing a new drug must reflect these scientific and regulatory risks. The first step in estimating the monetary costs inherently implied by scientific risk is determining the overall probability of clinical success (i.e. “the likelihood that a drug that enters clinical testing will eventually be approved”).

The overall probability of clinical success is calculated by finding the product of the phase transition probabilities (i.e. the probability that a drug in phase I trials advances to phase II trials, and so on and so forth) observed in a given sample of NCEs.
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DiMasi et al.’s most recent estimate of the overall probability of clinical success, or the probability that a drug entering phase I trials will reach FDA approval, was 11.83%.18 This estimate is much lower than that of their previous study, which yielded a success rate of 21.50%.19 Moreover, the decrease in success rates during the time period between DiMasi’s studies is also consistent with longer historical trends showing clinical success rates decreasing over time.20

Ceterus paribus, a decrease in overall clinical success rates will substantially increase the cost per approved new drug.22 This is because a full estimate of the R&D cost of an approved NCE must also include the cost burden of R&D expenditures on failed drugs. Lower success rates increase this burden. Conversely, an increase in overall clinical success rates would lead to a reduction in costs. DiMasi’s 2002 study shows the cost per approved NCE could be reduced by up to 30% if the clinical success rate increased from approximately 20% to 33%.23

Other studies have shown that the probability of clinical success varies based on firm size and strategy, as well as drug indication. A 2001 DiMasi study on firm size presents evidence that indicates that larger firms have higher approval rates.24 A separate Adams and Brantner study shows that a drug in phase III trials at one of the large, global pharmaceutical firms (i.e. “Big Pharma”) has a 47% chance of gaining market approval, while a drug in phase III development at a smaller firm only has a 36% chance, all else being equal.25

Regarding firm strategy, there is evidence to suggest that the increase in cost due to a decrease in overall success rates in recent studies is mitigated by firms abandoning failing drugs earlier in the R&D process. A comparison of the distribution of clinical failures in DiMasi’s 2016 and 2012 studies corroborates this conclusion. Clinical failure rates in DiMasi’s 2016 study were 45.9% (phase I), 43.5% (phase 2), and 10.6% (phase 3/ regulatory review) versus 36.9% (phase I), 50.4% (phase 2), and 12.6% (phase 3) in 2012.26

A 2001 DiMasi et al. study shows that success rates also vary significantly depending on therapeutic class. More specifically, the study found the highest success rates for anti-biotics (28.1%) and the lowest success rates for central nervous system drugs (14.5%), antineoplastics (15.8%), and immunological drugs (15.4%). While these success rates have likely changed since the 2001 publication date, the results nonetheless show that indication is an important variable affecting the likelihood of success, and ultimately the cost, of an approved NCE.27

The results of the 2001 DiMasi study, as well as a follow up 2004 study, offer evidence for the commonly made claim that the cost of R&D associated with an approved NCE are increasing because a growing portion of NCEs are being developed to treat chronic diseases.28 Relatively lower success rates in the CNS and immunological drug categories suggest that it may, in fact, be more difficult, and more expensive, to develop drugs for chronic diseases.29

- (ii) Overall Risk and Economic Uncertainty

Overall, the effect of historical time and risk trends, increasing development times, lower clinical approval success rates, and increasingly complex clinical trials suggest that R&D costs have continued to increase in real terms. The convergence of these trends result in significant overall risk for firms engaging in the R&D of NCEs.30

However, the risks related to firms engaging in the development of new drugs are not purely internal. The pharmaceutical firms that comprise this research’s sample are all publically traded, meaning that each is partially owned by stockholders (i.e. public investors).
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Thus, another important component of economic risk is the opportunity costs borne by investors investing in a pharmaceutical company, versus other less risky alternatives.\(^{31}\) The financial burden of the opportunity cost is theoretically equivalent to the return on investment (ROI) that an investor will demand in order to accept the additional risks of investing in a given pharmaceutical firm.\(^{32}\) Simply put, investors will expect higher returns as a reward for being willing to make a (relatively more) risky investment. In practice, the opportunity cost, or the risk of investing in drug R\&D activity, is a firm’s weighted average cost of capital (i.e. WACC or “discount rate”). In other words, a high weighted average cost of capital is associated with a higher risk stemming from a firm’s operations.

It should be noted that firms that operate multiple unique business segments (i.e. Johnson and Johnson®) may be viewed as less risky than other firms in the pharmaceutical industry because their diverse platform helps to protect against the consequences of economic losses in any individual business segment. In other words, the losses associated with a promising drug failing somewhere in the development process are offset by a landmark year in household product sales.

In addition to the effects of changes in scientific and regulatory risk, historical trends of increasing development times also influence the effects of WACC. More precisely, the WACC, or the effective opportunity cost, grows with increasing lag between when an investment is made, and when potential returns can be realized.

- (iii) A given firm’s WACC, or opportunity cost, can be calculated using the equation:

\[
WACC = \frac{E}{V} \times Re + \frac{D}{V} \times Rd \times (1 - Tc)
\]

Where:
- \(Re\) = cost of equity
- \(Rd\) = cost of debt
- \(E\) = market value of the firm’s equity
- \(D\) = market value of the firm’s debt
- \(V = E + D\) = total market value of the firm’s financing (equity and debt)
- \(E/V\) = percentage of financing that is equity
- \(D/V\) = percentage of financing that is debt
- \(Tc\) = corporate tax rate

Within the literature, there is substantial variability regarding the appropriate discount rate — rates generally range from 9-12\%.\(^{33}\) However, based on relevant experience working in a prominent healthcare investment-banking group by one of the authors, we would argue that in practice, most companies in the space have a WACC no larger than 8\%. Likewise, the New York University Stern School of Business also estimates the pharmaceutical industry’s WACC at 7.72\%.\(^{34}\)

An investor’s opportunity cost has a significant impact on the fully capitalized cost of developing a NCE and insofar, the precise estimation of the WACC is crucial. In two studies that attempted to estimate the fully capitalized cost of developing a NCE, a 1% difference in the WACC was responsible for a 13% difference in costs between studies.\(^{35}\) Significant incursions of time from drug discovery to approval and high probabilities of failure during clinical trials (among other scientific and regulatory risks) create substantial economic risk for investors looking to invest in pharmaceutical firms. Overall, the effect of risk and time trends on WACC, coupled with an increasing reliance on outside investors suggests that R\&D costs have continued to increase in real terms.

2.3 The Effect of Competition on R\&D Decisions

Competition in the pharmaceutical industry has a significant impact on the expected market returns for a newly approved drug, and thus a substantial effect on a firm’s R\&D decisions.
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Firms are only willing to incur the substantial costs and risks associated with developing a NCE if there is a reasonable expectation that a market will exist once a given product receives approval. The market for an approved NCE is partially protected by the patenting process.

Patents are filed in conjunction with the Investigatory New Drug (IND) application, prior to preclinical development. The period of patent protection begins when the patent is approved. Most pharmaceutical patents last for 20 years, though patent lengths vary. While patents do give drug makers exclusive rights to develop a specific molecular compound, patents don’t protect firms from therapeutic competition. Moreover, eventually, once a patent expires, even the most successful name-brand drugs will lose significant market share to generic competitors.

- (i) Therapeutic Competition

While pharmaceutical patents protect against duplicating a patented compound’s exact formula, more than one firm may be simultaneously developing drugs with similar therapeutic indications and mechanisms of action. Take well-known Rheumatoid Arthritis drugs Enbrel and Humera, for example – Both drugs are patent protected, but still must compete with one another for market share. For another example, consider that multiple firms are currently developing molecular compounds to treat Hepatitis C. If more than one of these drugs gains market approval, it is possible that only one drug will gain significant enough market share to recuperate the R&D expenditures related to that drug. A recent analysis suggests that only 30% of all approved NCEs will ever recuperate all related R&D expenses, suggesting that therapeutic competition will continue to increase over time.

- (ii) Generic Competition

When a pharmaceutical patent expires, other firms can start producing generic equivalents of the brand-name drug. While development of the original NCE required a costly investment in knowledge and scientific discovery, the development of a generic drug is usually a fairly simple (and inexpensive) technical process of duplication. Once a generic equivalent enters the market, the market share and returns on the brand-name original rapidly decrease. Similarly, a study by Grabowski and Vernon shows that “after 42 months following generic entry for seven major drugs in 1989 to 1990, the average price was 34% of the brand price and generics had 71% of the market share.”

- (iii) Competition Summary

Both therapeutic competition and generic competition drive firms’ demand for constant streams of new innovative and strong development pipelines. As competition increases, anticipation of decreasing market share and returns incentivizes firms to develop more drugs. While having more drugs in development at any given time would not clearly increase or decrease the cost of developing a single NCE alone, the trend of falling drug approval rates suggests that increased competition encourages firms to take on more aggressive and risky R&D strategies. This in turn puts upward pressure on the costs associated with developing a NCE and increases aggregate R&D expenditures.

2.4 Macroeconomic, Demographic, and Policy Factors Affecting R&D Funding

A full analysis of the factors affecting R&D expenditures must also consider the impact of macro-economic and demographic factors as well as public policy on business decisions. While R&D expenditures are the product of R&D costs, these expenditures must also be considered as constrained by a predetermined R&D budget.

- (i) Demographic Factors

A growing demand for medicines means more revenue and more money flow into R&D. Overall trends show pharmaceutical sales growing steadily. Year-on-year revenue growth was 7.8% in 2011. Growing demand in both developed and developing countries fuel year-on-year growth.
General demographic trends contributing to growth include the increasing global population, and specifically the increasing elderly, sedentary, and obese populations. There is also a significant impact resulting from aging of the baby-boomer population. Importantly, these trends may affect overall R&D spending, but it is unclear how they may affect the cost of developing a single NCE.

(ii) Policy Factors

Increased access to healthcare through programs like the Affordable Care Act (ACA) also increases the expected market size and revenues for the pharmaceutical industry. The ACA is especially important because the US is the largest market for prescription drugs, but the trend towards increased access (and thus expanding markets) is global.

The potential for future policies like legislating drug price-caps may also have an effect on R&D expenditure. In general, any government regulation around the pricing of prescription drugs has the potential to limit incentives for future R&D spending. Similar to the relationship between demographic factors and R&D spending, these trends may affect overall R&D spending, but it is unclear how they affect the cost of developing a single NCE.

In summary, changing predictions of expected revenue growth can impact a firm’s strategic R&D decisions, but due to a lack of literature on this specific topic, it is unclear how this trend manifests in the pharmaceutical industry. More broadly, studies have shown a strong relationship between expectations and decision-making.

2.5 CEO Compensation, Business Strategy and Firm Decision-Making

In order to incorporate an analysis of the media’s claim that CEO compensation is to blame for high and rising drug prices, we searched the literature for evidence of links between executive pay and business strategy at pharmaceutical firms, but little empirical evidence exists. In general, researchers have noted that it is difficult to account for the effects of firm strategy on the cost of developing a new drug, and that doing so would represent a significant contribution to the literature. While the literature on this topic is minimal, a related Offstein and Gnyawali study of U.S. pharmaceutical firms shows that CEO compensation is closely related to firm competitive aggressiveness in the pharmaceutical industry. More specifically, this study shows that higher executive compensation among CEOs at pharmaceutical firms is correlated with a higher volume and increased diversity of competitive moves undertaken by the firm. A second study by Balkin et al. of CEO compensation at high technology firms reiterates this finding, and further suggests that CEOs in high technology industries such as the pharmaceutical industry are rewarded for innovation-based projects rather than for financial outcomes, giving CEOs an obvious incentive to induce executives at these firms to take more risks. Together, these two studies advance the theory that CEO compensation may influence R&D expenditures at pharmaceutical firms.

Similar to CEO compensation, firm decision making is an important aspect of business strategy that is largely absent in the relevant body of literature. In a broad study of firm behavior, economists confirm that one of the guiding principles of macroeconomics is the influence of expectations on behavior. Notably, the authors show that analysts’ expectations of a firm’s future earnings are measurably correlated to firm activity, including R&D. The authors also acknowledge potential issues with reverse causality, and use additional tests to prove that the results are meaningful in the intended direction.

2.6 Key Studies

There are multiple conceptual models and measurement methods for estimating the costs of developing a new drug. These models have developed from the earliest studies attempting to estimate the cost of drug discovery. The cost of creating new medicines has been a subject of academic interest, as well as an important public policy issue since at least the 1960’s.
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The first wave of academic articles on the topic were published partially in response to the passage of the 1962 “Drug-Efficacy Amendment” to the 1938 Food Drug, and Cosmetic Act, which legislated that drug companies must show significant evidence of efficacy, as well as safety. \(^{53}\) Academic researchers, interested in how the new FDA regulations might affect the cost of developing drugs, began to study how certain variables related to R&D costs in the pharmaceutical industry. \(^{54}\) These researchers used survey data from the 1950’s and 1960’s on multiple NCEs from single firms to estimate average drug costs. Additionally, other researchers used publicly available aggregate data on R&D expenditures and approved NCEs to estimate drug costs. \(^{55}\) However, these early studies were flawed because they only considered the out-of-pocket costs for approved compounds, and neglected to include the cost of failed drugs or consider fixed or time costs, among other factors. \(^{56}\)

The first study that attempted to estimate the fully capitalized cost of developing a new drug, rather than the out-of-pocket costs estimated by prior studies, was published by Hansen in 1979. Hansen’s methods relied on confidential survey data collected from major pharmaceutical companies regarding drugs in development and R&D expenditures by compound and trial phase. \(^{57}\) In 1976, Hansen estimated that the average capitalized cost for a drug developed in the late 1960s and early 1970s was $54 million. \(^{58}\) The Hansen study is pivotal because it established a basic methodology to estimate the fully capitalized cost of developing a NCE that is still used today. \(^{59}\)

Joseph DiMasi, the director of economic analysis at the Tufts Center for the Study of Drug Development (CSDD), has extensively built on the work of Hansen. The current Hansen/DiMasi methodology involves estimating the average total cost per marketable NCE using retrospective cost accounting with project-level data on “the costs, success rates and durations of each stage of clinical investigation.” \(^{60}\) All Hansen and DiMasi studies rely on data from the Tufts CSDD database, which is composed of extensive private survey responses regarding the costs of drug development.

While the private nature of the Tufts CSDD database presents a challenge to conforming this project’s methodology to the literature, a second approach to estimating the cost of new drugs has been developed in a series of publications seeking to validate Hansen and DiMasi’s results using public data and proprietary (but publically accessible) databases. \(^{61}\)

Adams and Brantner used econometric methods to model “firm-level research expenditure as a function of the number of drugs a firm had under development at various stages of clinical investigation.” \(^{62}\) To verify their estimates of the timing and success rates of each phase of development, Adams and Brantner used data published by earlier Hansen and DiMasi studies. \(^{63}\) The results of the 2006 Adams and Brantner study validated the results of the 2003 DiMasi study, and suggested that Adams and Brantner’s use of public data provide a viable alternative to Hansen and DiMasi’s study methodology. \(^{64}\)

Later Adams and Brantner studies also controlled for a variety of firm-related and drug-related variables including firm size (proxied by the number of employees) and therapeutic category. \(^{65}\) Taken together, the DiMasi et al. and Adams and Brantner studies show that R&D cost estimates have increased overtime. Table 1 summarizes the results of the six most relevant studies on the cost of developing new drugs and the factors affecting R&D expenditures.
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Table 1: Cost of Developing Drugs and R&D Expenditures

<table>
<thead>
<tr>
<th>Study {year of publication}</th>
<th>{1991}</th>
<th>{2003}</th>
<th>{2007}</th>
<th>{2016}</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiMasi et. al.</td>
<td>$318 million year 2000 dollars</td>
<td>$802 million year 2000 dollars</td>
<td>$1.2 billion year 2005 dollars</td>
<td>$2.9 billion year 2013 dollars</td>
</tr>
<tr>
<td>Adams and Brantner (matched with comparable DiMasi et. al.)</td>
<td>$868 million year 2000 dollars</td>
<td>$1.2 billion year 2000 dollars</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: DiMasi et al., 2016

3.0 Methodology and Empirics

Because this research is constrained by the requirement of using publicly available data, the Adams and Brantner methodology is modified to work within this limitation. The data used in this research was gathered from the Bloomberg terminal’s proprietary database and annual audited financial reports from a sample of 11 global pharmaceutical companies between 2010 and 2016. Data was collected on each firm’s annual aggregate R&Expenditure, CEO compensation package, annual total revenue, annual pharmaceutical revenue, price-to-earnings ratio, and employee headcount. Data was also collected on the number of phase II and phase III trials ongoing at a given firm in a given year, and on whether a given firm publically reported a clinical focus in oncological, central nervous system (CNS), or immunological drugs.

This study improves on previous work with a more current sample and by investigating the effects of CEO compensation and profitability. The effects of revenue, firm size, and the number of drugs in development have been similarly modeled in previous studies. The dependent variable for the model is LNRD, which is the log of R&D dollars as reported in a company’s annual 10K report. The log of R&D dollars was used to capture non-linearity in the spending profiles of companies. The empirical specification and sample characteristics/definitions are as follows;

\[
LNRD_t = \beta_0 + \beta_1 LLNTREV_{t-1} + \beta_2 LNCEOCOMPHAT_{t} + \beta_3 P2DRUG_t + \beta_4 P2DRUGSQ_t + \beta_5 P3DRUG_t + \beta_6 P3DRUGSQ_t + \beta_7 IMMUNO_t + \beta_8 PE_t + \beta_9 LNEMPLOYEE_t + Error_t
\]

Table 2: Summary Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNRD</td>
<td>22.49202</td>
<td>0.447627</td>
</tr>
<tr>
<td>LLNTREV</td>
<td>24.3231</td>
<td>0.516345</td>
</tr>
<tr>
<td>LNCEOCOMPHAT</td>
<td>16.33647</td>
<td>0.382784</td>
</tr>
<tr>
<td>P2DRUG</td>
<td>17.60784</td>
<td>10.05003</td>
</tr>
<tr>
<td>P2DRUGSQ</td>
<td>409.0588</td>
<td>415.2794</td>
</tr>
<tr>
<td>P3DRUG</td>
<td>14.80392</td>
<td>8.337912</td>
</tr>
<tr>
<td>P3DRUGSQ</td>
<td>287.3137</td>
<td>338.267</td>
</tr>
<tr>
<td>IMMUNO</td>
<td>0.5454545</td>
<td>0.502519</td>
</tr>
<tr>
<td>PE</td>
<td>21.00895</td>
<td>10.08586</td>
</tr>
<tr>
<td>LNEMPLOYEE</td>
<td>11.15945</td>
<td>0.538773</td>
</tr>
</tbody>
</table>

Variable Definitions

- **LNRD** = the log of annual R&D (USD in millions) expenditures as reported by firms in their 10K reports. Source: Firm 10K reports, taken from firm websites.
- **LLNTREV** = the log of annual pharmaceutical revenue (USD in millions) as reported by firms in their 10K reports, lagged one year. Source: Firm 10K reports, taken from firm websites.
- **LNCEOCOMPHAT** = log of IV estimated values for CEO compensation (USD in millions), including bonuses and stock-related benefits. Estimated values were predicted by an IV regression of dividends paid on CEO compensation. Source: IV estimator, see Appendix (Table 4) for more information.
- **P2DRUG** = number of drugs in phase II development in a given year, based on published pharmaceutical pipelines on December 31 of that year.
Only new chemical entities are considered (rather than drugs that are in development as an improvement on an already improved compound) and drugs are attributed to originating firm (ignoring any licensing agreements). Source: Firm 10K reports and investor presentations, taken from firm websites.

- **P2DRUGSQ**: square term of the number of phase II drugs, see above for additional information.
- **P3DRUG**: number of drugs in phase III development in a given year, based on published pharmaceutical pipelines on December 31 of that year. Only new chemical entities are considered (rather than drugs that are in development as an improvement on an already improved compound) and drugs are attributed to originating firm (ignoring any licensing agreements). Source: Firm 10K reports and investor presentations, taken from firm websites.
- **P3DRUGSQ**: square term of the number of phase III drugs, see above for additional information.
- **IMMUNO**: dummy variable indicating whether or not a company specifically states immunological drugs as a focus area in investor presentations for a given year. Observations are coded 1 if they state immunology as a focus area, and zero otherwise. Source: Investor presentations, taken from firm websites.
- **PE**: forward-looking price-to-earnings ratio for a given firm in a given year. Source: Bloomberg terminal data.
- **LNEMPLOYEE**: number of employees at a given firm in a given year. Source: Bloomberg terminal data.

Variables used in Table 4

- **LNCEOCOMP**: log of CEO compensation packages (USD in millions), including salary, bonus, and market value of vested stock options. Source: Bloomberg intelligence data.
- **LNDIVPAID**: log of total dividends paid to shareholders in a given year. Source: Bloomberg intelligence data.

This sample data set is approximately representative of the larger set of companies that comprise “big pharma” (i.e. large, global pharmaceutical companies), since many of these companies have similar revenues, CEO compensation packages, and employee headcounts. The sample is comprised of observations from 11 companies over a 6-year period. However, the lagged revenue variable and a handful of missing observations reduce the sample size to 51 observations. The regression results are reported in table 3, below. The coefficients of the LLNTREV, LNCEOCOMP, P2DRUG and P2DRUGSQ variables are significant at the 1% level, while the coefficient of the LNEMPLOYEE variable is significant at the 5% level.

### Table 3: Regression Results

<table>
<thead>
<tr>
<th>Dependent Variable: LNRD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LLNTREV</td>
<td>0.591</td>
<td>(3.60)**</td>
</tr>
<tr>
<td>^LNCEOCOMP</td>
<td>0.467</td>
<td>(4.44)**</td>
</tr>
<tr>
<td>P2DRUG</td>
<td>0.029</td>
<td>(3.16)**</td>
</tr>
<tr>
<td>P2DRUGSQ</td>
<td>-0.001</td>
<td>(3.40)**</td>
</tr>
<tr>
<td>P3DRUG</td>
<td>0.022</td>
<td>(1.67)</td>
</tr>
<tr>
<td>P3DRUGSQ</td>
<td>-0.0003</td>
<td>(1.37)</td>
</tr>
<tr>
<td>IMMUNO</td>
<td>0.123</td>
<td>(1.78)</td>
</tr>
<tr>
<td>PE</td>
<td>0.003</td>
<td>(1.64)</td>
</tr>
<tr>
<td>LNEMPLOYEE</td>
<td>-0.339</td>
<td>(2.30)*</td>
</tr>
<tr>
<td>_cons</td>
<td>3.677</td>
<td>(1.48)</td>
</tr>
<tr>
<td>R²</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>51</td>
<td></td>
</tr>
</tbody>
</table>

* p<0.05; ** p<0.01; ^IV^ based (see Appendix [Table 4])
3.1 The Lagged Revenue Effect

The coefficient of the \( \text{LLNTREV} \) variable suggests that the elasticity of R&D expenditures with respect to the previous year’s annual aggregate revenues is relatively inelastic. Specifically, the model predicts that if the previous year’s revenue increases by 1%, then R&D expenditures will increase by 0.591% in the current year, all else staying constant. A firm’s decision to expend a certain amount of capital on R&D can be thought of as akin to an investment decision.\(^{66}\) And while a pharmaceutical firm’s investment decisions undoubtedly rely on multiple factors, one of these factors must logically be the financial constraint imposed by the firm’s recent performance.\(^{67}\) Thus, the statistically significant positive relationship between R&D expenditures and the previous year’s revenues is consistent with our expectations and fits within the framework of the relevant economic theory.

3.2 CEO compensation

The \( \text{LNCEOCOMP} \) variable was included in the model to control for the effect of executive behavior. Because there is some concern that the \( \text{LNCEOCOMP} \) variable may suffer from possible endogeneity bias, the model utilizes an Instrumental Variable (IV) technique. Specifically, the variable \( \text{LNDIVPAID} \) (i.e. annual dividends paid out to shareholders of a given firm) is used as an instrument to nullify the endogeneity.\(^{68}\) Accordingly, \( \text{LNCEOCOMPHAT} \), generated by the IV method, is substituted for \( \text{LNCEOCOMP} \) in our final model. Previous studies, such as Offstein and Gnyawali’s study of CEO compensation and firm competitive behavior in the U.S. pharmaceutical industry, suggest that dividends paid is a fairly robust predictor of CEO compensation packages, and is unlikely to be correlated with our error term.\(^{69}\) The \( \text{LNCEOCOMPHAT} \) variable meets our directional expectations and is statistically significant at the 1% level. The coefficient of the \( \text{LNCEOCOMPHAT} \) variable suggests that the elasticity of R&D expenditures with respect to CEO compensation is 0.467.

These results indicate that a 1% increase in CEO compensation leads to a 0.467 percentage point increase in R&D spending. As such, this suggests that even when the effects of revenue, firm size (proxied with the \( \text{LNEMPLOYEE} \) variable), and the number of drugs in development are held constant, the effect of a CEO’s compensation package on the costs associated with developing new drugs (i.e. R&D expenditure) is significant. It must be noted that to determine the validity of the claim that high CEO compensation packages are the culprit behind the high and rising price of prescription drugs is outside the scope of this analysis. However, the significance of this coefficient suggests that CEO compensation is not irrelevant to the drug development narrative, and certainly indicates the need for further research.

Another alternative explanation of the \( \text{LNCEOCOMPHAT} \) coefficient is that a firm’s CEO compensation package is an indicator of business strategies. In the same study of CEO compensation and firm competitive behavior in the U.S. pharmaceutical industry, the authors show that CEO compensation is positively related to firm competitiveness.\(^{70}\) The authors argue that because firms in the pharmaceutical industry compete on scientific innovation and technological superiority, “a firm’s human capital may prove instrumental in enabling firms to compete and achieve a competitive edge”.\(^{71}\) Thus it may be the case that firms with higher CEO compensation packages also have more aggressive business strategies, including higher risk drug development, and as a result, higher R&D expenditure.\(^{72}\)

While further research must be completed to validate this alternative but highly likely explanation, this result should tentatively be seen as an important contribution to the existing literature. Many of the leading studies have noted its importance. Yet, in current models, there is an absence of the effects of business strategy on R&D expenditure.\(^{73}\) If, as the Offstein and Gnyawali (2005) study suggests, CEO compensation is a strong predictor of firm competitive behavior, then this research provides a starting point for understanding the effects of business strategy on R&D expenditures in the pharmaceutical industry.

\(^{66}\)Jekunen, 2014.  
\(^{67}\)Lewellen, 2014.  
\(^{68}\)Refer to Appendix: Instrumental Variable results reported in Table 4.  
\(^{69}\)Offstein and Gnyawali, 2005.  
\(^{70}\)Offstein and Gnyawali, 2005.  
\(^{71}\)Offstein and Gnyawali, 2005; 202.  
\(^{72}\)Offstein and Gnyawali, 2005; 202.  
\(^{73}\)Dickson and Gagnon, 2004.
3.3 Phase II Trials

Our results show that the P2DRUG and P2DRUGSQ variables meet our directional expectations and are statistically significant at the 1% level. The P2DRUG and P2DRUGSQ terms are included in the model to examine the marginal effect of an additional phase II trial on R&D expenditures. We hypothesize that there may be a point at which the inclusion of an additional phase II trial is no longer associated with an increasing amount of R&D spending. Please refer to Figure 2 in Appendix. As a result, we would expect to see a number of trials at which R&D spending reaches a maximum. From the empirical model, the partial effect of P2DRUG on LNRD is:

\[
\frac{\partial LNRD}{\partial P2DRUG} = (0.029) + 2(-0.001) * P2DRUG
\]

Based on the above equation, the R&D expenditures peak at 14.5 trials. The mean number of phase II trials is approximately 17 trials, indicating that the inflection point is less than the mean by over two trials.

3.4 Phase III Trials

Our results show that the P3DRUG and P3DRUGSQ variables are not statistically significant at traditional levels. Like the P2DRUG and P2DRUGSQ terms, the P3DRUG and P3DRUGSQ terms are included in the model to examine the marginal effect of an additional phase III trial on R&D expenditures. Similarly, we hypothesize that there may be a point at which the inclusion of an additional phase III trial is no longer associated with an increasing amount of R&D spending. However, the lack of statistical significance leaves us unable to accept this hypothesis.

It is somewhat surprising that the P3DRUG and P3DRUGSQ coefficients are insignificant, even when tested together for joint significance. Phase III trials are often regarded as the longest, and most complicated phase of clinical development. Moreover, phase III trials require the most study participants, and the most rigorous results with regard to both efficacy and safety. It is possible that our result is indicative of more firms making ‘go or no-go’ decisions with potential drug candidates earlier in the development process. This is to say that firms are weeding out ‘bad drugs’ (i.e. drugs that are less likely to reach market approval) before they reach the last, and most expensive phase of drug development. It is also possible that the lack of significance is the result of measurement error stemming from the imprecision of the data. The number of phase III trials was sourced from annual investor publications.

It is possible that a given firm ran phase III trials in the time between publications (i.e. they began after one year’s publication, and ended prior to the next) and therefore went unreported. Because most phase III trials can run well over a year in length, and because companies have incentive to report having as many drugs in late stage development as possible, we believe that there is a relatively low probability of committing this type of counting error, but nonetheless acknowledge the possibility.

3.5 Immunology Drug Development Focus

The IMMUNO variable is a dummy variable used to isolate the effects of developing drugs in the immunology therapeutic category on R&D expenditures. Observations are coded “1” for firms who state that the field of immunology is a focus area in a given year’s investor publications, and “0” otherwise. Previous studies have shown that immunology drugs, such as drugs to treat Rheumatoid Arthritis, are more costly to develop than drugs in other therapeutic categories. While the IMMUNO coefficient is not significant at traditional levels, we have a meaningful reason to believe that the coefficient should be positive, so we employ a one-sided t-test and find significance at the 10% level. The coefficient of the IMMUNO variable suggests that, on average, firms that focus on immunology-related drugs are associated with 13.1% higher R&D expenditures. The relatively weak level of significance is likely due to the imprecision of the measurement. A firm stating that immunology is a focus area does not necessarily imply they are devoting a certain portion of their resources to this therapeutic area. In addition, “focusing” on a specific therapeutic area may mean different things at different firms. Defining a more precise firm level variable to indicate therapeutic focus would be a valuable extension of this research.

---

74Abrantes-Metz et al., 2004.
75Abrantes-Metz et al., 2004.
76This may have also been the case with phase II trials, although because companies often have more phase II trials than phase III trials at any given time, the effect of discounting would likely have less of an effect in our phase II results.
77DiMasi, 1995; Dickson and Gagnon, 2004; DiMasi et al., 2010; Sertkaya, 2016.
78Refer to the calculation presented in Appendix.
3.6 Firm Profitability

The **PE** variable (i.e. price-to-earnings ratio) was used to control for the effect of market expectations on R&D spending. The price-to-earnings (p/e) ratio is calculated as the market value per share divided by earnings-per-share (EPS). Theoretically, the p/e ratio describes how much investors are willing to pay per dollar of a given firm’s earnings. If a firm has a p/e ratio that is higher than the industry average, it means that analysts and investors are expecting major announcements, growth, or results over the next few months. For pharmaceutical firms with high p/e ratios, this usually means that the market is expecting great dividends from their development pipeline. Because we have reason to believe that expectations may influence R&D spending decisions, we expected that the PE coefficient would be positive.

While the estimated coefficient was positive, our results suggest that the PE coefficient is not statistically significant at traditional levels. Nonetheless, it is possible that the lack of statistical significance is in some way meaningful. While other studies have broadly shown that expectations play a significant role in firm R&D decisions, the pharmaceutical R&D process (described in section IV) is both extremely complex and at the same time hampered by a continuous process of trial and error. Thus, it may be that a range of other factors at play obscures the effect of market expectations.

3.7 The Employee Effect

The **LNEMPLOYEE** variable is statistically significant at the 5% level. The coefficient of the LNEMPLOYEE variable suggests that a 1% change in the number of employees leads to a 0.339% change in R&D expenditure in the opposite direction. Initially, our theoretical expectations for this coefficient were positive, as we believed employees would be a good proxy for firm size. However, as is outlined above, our results suggest that the number of employees at a given firm is negatively correlated with R&D expenditure. Because we have reason to believe that there may be economies of scale (i.e. certain advantages from being a larger firm) in drug development, this result is surprising. After significant thought and further research, we believe this may be the result of firms exercising basic cost-benefit analysis in the face of financial constraint. In other words, we believe the negative coefficient may represent firms choosing between hiring more employees and expending more on R&D. While this theory cannot be verified using the data available in this research, this result presents an interesting avenue for further research.

4.0 Conclusions and Policy Implications

Pharmaceutical companies liken their core mission to saving lives, but thanks to high and rising prescription drug prices, only the federal government ranks lower than the pharmaceutical industry in public perception, according to a recent Gallop poll. While the media accuses pharmaceutical companies of price gouging, company spokespeople, respond that high drug prices are the unfortunate, but unavoidable, price of innovation. Yet even after months of media battles, there is little empirical evidence in support of either argument. The results of the model confirm our theoretical expectations, and suggest that R&D expenditures are affected by both clinical development costs and business strategy decisions (such as CEO compensation packages). Notably, our model shows that a firm’s previous year’s revenue and CEO compensation package are positively correlated with R&D expenditures. Because there is reason to believe that CEO compensation packages are a strong indicator of a firm’s competitiveness, and also that firm competitiveness is an important component of business strategy, it may be the case that firms with higher CEO compensation packages have more aggressive business strategies, including higher risk drug development, and as a result, higher R&D expenditures. Including a control for CEO compensation represents a significant contribution to the existing literature and should be expanded upon in future research.

---

81 The current estimate for the average p/e ratio in the pharmaceutical industry is 21.19. Likewise, the average p/e ratio in our sample is 21.00, indicating that our sample is representative of the broader industry. These metrics should be used as a reference point for relative comparison, the absolute value itself is rather unimportant.
82 Gennaioli, 2015.
83 Adams and Brantner had previously used a ‘number of employees’ variable to control for firm size in a similar study.
84 DiMasi et al., 1995; Danzon et al., 2005.
85 Gallop, 2016.
Interestingly, our model suggests that the number of employees at a given firm is negatively correlated with R&D expenditures. We believe this to be the result of firms exercising basic cost-benefit analysis in the face of financial constraint. In other words, we believe the negative coefficient represents firms choosing between hiring more employees and expending more on R&D. The number of drugs in phase II development is positively correlated with R&D expenditures for relatively small numbers of phase II drugs in development, and negatively correlated after a certain point. The same is true of phase III drugs in development, although these results are not statistically significant at traditional levels.

Overall, our results suggest that, in the debate over high drug prices, there is likely some truth to both sides of the argument. The significance of the coefficient of the variable representing the number of phase II drugs in development suggests that the drug development process is a significant predictor of a firm’s R&D expenditures. However, the significance of the CEO compensation coefficient also suggests that firm behavior is driving up R&D expenditures, and as a result, the cost of developing new drugs. Policy-wise our results suggest that there is no straightforward approach to legislating R&D activity in order to curb high and rising prescription drug prices. It is well known that the major argument against enacting drug price ceilings is that it would lower a given firm’s incentive to innovate. Following, our results show that capping CEO compensation may help to limit the rise of R&D expenditure, but even this alternative would likely have detrimental consequences for innovation. If CEO compensation is an indicator of firm strategy, this suggests that limiting CEO compensation could result in firms shifting their strategies towards developing less risky drugs. In practice, this could have major societal consequences, as it could deter firms from finding a cure for chronic conditions like diabetes or from developing a treatment for currently untreatable diseases such as Huntington’s Disease, to provide two examples.

In conclusion, more research must be done in order to understand the nuanced effects of business strategy on R&D decisions and expenditures. Only then will it be possible to take responsible legislative action to lower drug prices while avoiding the unintended hampering of innovation.

5.0 Possible Extensions

There are a number of extensions that may serve as a starting point for future research on the economics of pharmaceutical drug development. Based on the significance of the CEO compensation coefficient, it is evident that additional analysis should be undertaken to better understand the relationship between CEO compensation and R&D expenditures. The CEO compensation variable should be further explored as a proxy for business strategy. Clarifying the effect of business strategy on the cost of drug development would represent another significant advancement to the current literature. Alternatively, the current model does not take into account the money that firms spend on lobbying or in political contributions. Some firms have claimed that one reason drug prices are so high is that they have spent a significant amount of money lobbying the government to pass initiatives that increase access to lifesaving treatments and medications. This claim could be examined by adding a variable to capture the lobbying effort. Finally, additional work could be done to re-examine which therapeutic categories are correlated with increased R&D spending, all else constant. A key improvement to the current methodology would involve redefining the therapeutic category dummy variables to more precisely capture the effect of specific drug types on expenditures.
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86 An example of one such firm is Mylan, the maker of the EpiPen.
Appendix

(A) Instrumental Variable (IV) regression results

The instrumental variable regression is used to nullify the issue of endogeneity with regard to the CEO compensation. Dividends paid is used as an instrument. The relevant literature suggests that the annual dividends paid to shareholders are a good predictor of CEO compensation, and we have no reason to believe that it is highly correlated with R&D expenditure. The significance of the t-value confirms the validity of this claim. The model and results are as follows:

\[ \text{LNCEOCOMP}_t = \beta_0 + \beta_1 \text{LNDIVPAID}_t + \text{Error}_t \]

Table 4: Regression Results

<table>
<thead>
<tr>
<th>Dep. variable: LNCEOCOMP</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LNDIVPAID</td>
<td>0.681</td>
<td>(5.67)**</td>
</tr>
<tr>
<td>_cons</td>
<td>1.293</td>
<td>(0.49)</td>
</tr>
<tr>
<td>R²</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>66</td>
<td></td>
</tr>
</tbody>
</table>

* p<0.05; ** p<0.01

(B) The effect of the IMMUNO (dummy) coefficient on R&D expenditures is calculated as follows: 
\[ (e^{(\text{estimated coefficient})} - 1) \times 100\% = (e^{0.123} - 1) \times 100 = 13.08\% \]

(C) Figure 2: Quadratic relationship between the log of R&D expenditures and phase II trials:
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